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Seeking and providing support is challenging. When people disclose sensitive information, audience re-

sponses can substantially impact the discloser’s wellbeing. We use mixed methods to understand responses to

online sexual abuse-related disclosures on Reddit. We characterize disclosure responses, then investigate rela-

tionships between post content, comment content, and anonymity. We illustrate what types of support sought

and provided in posts and comments co-occur. We find that posts seeking support receive more comments,

and comments from “throwaway” (i.e., anonymous) accounts are more likely on posts also from throwaway

accounts. Anonymous commenting enables commenters to share intimate content such as reciprocal disclo-

sures and supportive messages, and commenter anonymity is not associated with aggressive or unsupportive

comments. We argue that anonymity is an essential factor in designing social technologies that facilitate

support seeking and provision in socially stigmatized contexts, and provide implications for social media site
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1 INTRODUCTION

Social media platforms are often celebrated for their capacity to connect. However, when people
experience severe distress, trauma, or stigmatized experiences (e.g., pregnancy loss, HIV, terminal
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illness diagnosis), they may find it difficult to use these platforms to talk about such experiences
and feelings associated with them, or seek support; yet the need to disclose these experiences
often remains [91]. The potential to receive social support often motivates people to make sensitive
self-disclosures [45]. Support can take multiple forms [27], and receiving helpful social support
after sensitive disclosures are made is linked to improved wellbeing [74]. Sexual abuse is one im-
portant example of a highly stigmatized human experience that is difficult to disclose and seek
support around, but for which receiving support is vital for many [105].

Abuse survivors often fear receiving unsupportive reactions and rejection from confidants [53,
59]. However, disclosing these experiences, if met with supportive reactions, may be healing for
the discloser and lead to improved mental health [24, 106]. Survivors of sexual abuse often do
not disclose relevant experiences and feelings, and those who do, do not always receive support-
ive and validating responses from family, friends, and others [24, 36, 53]. Unsupportive responses
may further inhibit future disclosures or support seeking [101], and are likely to negatively in-
fluence psychological wellbeing [28]. Therefore, responses to disclosures of sexual abuse are an
important outcome of disclosures when they do occur. Social computing systems can be designed
to allow people to disclose stigmatized experiences, seek and provide support, or find the kind
of support they need the most. Yet to understand how to design systems to best facilitate social
support exchange, or the utility of existing systems for support seeking and provision, we must
first understand how people currently seek support, and how others respond to them. This article
is a contribution to this end. We examine sexual abuse disclosures on Reddit as a case study to
contribute an understanding of support provision via responses to social media posts.

In 2017, #metoo went viral as the marker of a social media campaign in which survivors shared
their experiences with sexual abuse and harassment, largely on social media platforms, such as
Facebook [75, 76], where they are connected to known others such as family, friends, and col-
leagues [51]. Those who considered speaking about their experiences to their networks of known
ties likely had to make complicated decisions, weighing factors related to themselves, their audi-
ence, network, temporality, society, and the respective platform (as found in the context of other
stigmatized disclosure decisions on Facebook) [5]. While some shared detailed accounts of their
experiences, others posted #metoo without providing details, which may further illustrate the dif-
ficulties of speaking about these experiences together with a need to express what one has been
through and an urge to join a larger movement. However, many others may not have felt com-
fortable or desired to share sensitive information about sexual abuse and harassment to their “real
life” networks, even within the context of a social movement like #metoo and others’ disclosures,
both of which are factors that facilitate stigmatized disclosures to networks of known ties [5].
The impact of #metoo went beyond social media; crisis hotlines (which are often anonymous and
confidential) reported received increased calls in the wake of #metoo both from those who had re-
cently experienced abuse and those who had experienced it in the past and sought help to process
buried trauma [75]. While our study and data are not in the context of #metoo specifically, our
work allows important insight into this current movement by examining some of the less visible,
but still important, ways people disclose sensitive sexual abuse experiences online.

Social media platforms that allow anonymity, and enable communities of similar others to gather
around a shared experience, are important online spaces for people to share sensitive disclosures,
and open them up to receive support from others without the risks that may accompany identi-
fied disclosures. People have been using online support forums for many years, and scholars have
studied the content on these forums as well as the functions they serve (e.g., [29, 38, 81, 96]). Some
online support groups and forums are specifically dedicated to supporting sexual abuse survivors.
Overall, these forums are perceived to be safe spaces to talk about difficult experiences and con-
nect with similar others who have been through similar experiences, both locally and globally [74].
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Reduced stigma and the ability to disclose information to others with less interpersonal risk are
also important functions of support groups and forums [74]. Advantages of these groups include
some degree of anonymity (often loosely defined as not using “real names”) and not being con-
strained by time and space due to the possibility of asynchronous communication [38]. When peo-
ple share their abuse-related experiences (or other stigmatized experiences), thoughts, and feelings
on these forums, readers may react in several ways. A reader may not leave a response at all, or
they may leave a response that communicates support, share their own experiences, or leave an
unsupportive or aggressive response [7]. Given the importance of responses in the disclosure and
coping process, and because people have adopted online platforms to engage in such disclosures,
it is critical to understand how others engage with sensitive disclosures on online platforms and
what kinds of responses these disclosures receive. In this article, we investigate one context in
which such anonymous disclosures and responses to them take place. We examine sexual abuse
disclosures on Reddit, and responses to them, as a case study of behaviors around sensitive disclo-
sures and responses on social media more broadly.

We chose the social media platform Reddit as the site for our research study for several reasons.
First, several “subreddits,” or communities on Reddit, are specifically dedicated to sexual abuse top-
ics. Reddit also provides a rich context to uncover the influence of different levels of anonymity:
people regularly use pseudonyms, but Reddit also affords an additional layer of anonymity through
throwaway accounts [66]. Throwaway accounts are temporary accounts without any link to a
person’s primary Reddit identity [66]. Many throwaway accounts are used only once [42]. User
behavior associated with throwaway accounts is generally not traceable over time, and several
throwaway posts by one person are not linkable to each other or to posts that one might share
using their primary Reddit identity. Marx1 [72] observed that anonymity is not a binary con-
struct, but that partial anonymity can satisfy needs in different social and legal contexts; on Red-
dit, throwaway accounts are perceived to provide a level of anonymity that goes beyond that of
primary—even pseudonymous—Reddit accounts [42, 66, 109]. Following prior work [6], we use the
terms “identified” and “throwaway” to distinguish primary pseudonymous from more anonymous
Reddit identities throughout this article.

In our prior work [6], we characterized sexual abuse disclosures on abuse-related subreddits, and
the role that the additional anonymity afforded by throwaway accounts played in these disclosures.
Among other things, this prior work showed how these subreddits were used for disclosures and
seeking support, and even sometimes for first-time disclosures. This work also established that
there are significant differences between posts from throwaway accounts and identified accounts
in the context of sexual abuse disclosures. If people use these spaces to engage in difficult disclo-
sures and seek support from others, it is important to understand what happens next. Thus, in the
current article, we examine responses that people receive to sensitive disclosures, whether these
online spaces do provide them with the type(s) of support they are looking for, and the potential
role of higher degrees of anonymity in observed response behaviors.

Although previous research has examined general uses and functions of online support forums
in other contexts (e.g., mental health [30]), there is a gap in knowledge about the specificity and
frequency of the types of responses that people receive when they disclose experiences of sexual
abuse online. Additionally, prior work does not provide insights about what features of posts elicit
different types of responses (e.g., support, reciprocal disclosures, unsupportive responses). Finally,
the role of anonymity in responses to disclosures of sexual abuse remains unknown. In this article,

1According to Marx [72], a person is fully anonymous if they cannot be identified according to any of seven dimensions

of identity information (i.e., legal name, location, behavior patterns, social group membership, identifying personal char-

acteristics, or pseudonyms that can be linked with these).
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we address these research gaps by examining sexual abuse disclosures on Reddit and the relation-
ships between disclosure post content and the responses these posts receive, as well as the role
of anonymity (provided by throwaway accounts) in these interactions. We also uncover circum-
stances in which people who ask for support receive or do not receive it from their online audience.

Addressing these gaps is important because people disclose highly intimate and stigmatized ex-
periences online, sometimes for the very first time, and use online social technologies to commu-
nicate their need for support [6]. Yet, social technologies are not always equipped to best facilitate
seeking and providing support around sensitive experiences. The type of response people receive
to sensitive self-disclosures matters; thus, in this work we investigate what follows these disclo-
sures. For commenters, providing support to posters may be a way to help themselves (as helper
therapy principle suggests [90]) as well as the poster. Providing social support can also help build
a more supportive and safe space for current, potential, or future members of the online com-
munity. Beyond understanding what post factors elicit what volume and kinds of responses (e.g.,
social support, aggressive and unsupportive, reciprocal disclosure), and how anonymity affects
these interactions, this research also aims to help social media designers and moderators facilitate
more supportive and useful interactions in online spaces through an empirical understanding of
these response phenomena.

Our findings indicate that anonymity is key in seeking as well as providing support in stigma-
tized contexts. Additionally, we discuss how platforms that allow throwaway accounts and multi-
ple accounts could explore design choices that may lead to higher volume of reciprocal disclosures,
more meaningful support provisions, and an overall better user experience for those disclosing
or responding to sensitive information. In what follows, we detail prior work, methods, and our
results, then discuss implications that online platforms and technologists could use to facilitate
support seeking and providing in stigmatized contexts such as sexual abuse. Among our find-
ings, we show that (1) both matches and mismatches occur between the kinds of support sought
by posters and the kinds of support provided by commenters, (2) higher degrees of commenter
anonymity elicit more reciprocal disclosures in comments, and (3) higher degrees of anonymity
by commenters are not significantly associated with negative and aggressive commentary.

2 LITERATURE REVIEW

In this section, we discuss the areas of prior work that informed this study, and describe how
we combine and build from these research areas. We start by discussing online social support
and reciprocal disclosures, then consider what we know about anonymity in online spaces and
its functions in supporting stigmatized disclosures. Finally, we examine the previous literature
about our context of interest: sexual abuse disclosures and reactions to them. By reviewing these
previous bodies of work, we show how this article’s examination of social support, reciprocity,
and anonymity around responses to sexual abuse disclosures enables a new understanding of how
to design online spaces to facilitate support in response to stigmatized disclosures.

2.1 Social Support and Reciprocal Self-Disclosures in Online Spaces

2.1.1 Social Support. One key form of responses to disclosures, especially to stigmatized dis-
closures is through social support communication. Social support is one outcome of disclosure,
and moderates the relationship between abuse disclosure and mental health [24, 106]. In fact, re-
search suggests that disclosure on its own is not associated with improved mental wellbeing; it is
having supportive friends, family, and partners that reduces the discloser’s risk of mental health
challenges like depression, anxiety, and suicide ideation [24]. Negative responses to disclosures
harm the discloser’s wellbeing [107]. For example, unsupportive responses from partners or close
contacts are associated with lower levels of psychological adjustment for survivors of rape [28].
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When disclosure confidants are not supportive, survivors of abuse are more likely to suffer from
dissociation and self-denigration [36].

Support groups and forums consist of people sharing a life stressor, challenge, or stigmatized
identity facet coming together to exchange mutual support, and are an important means for
people to improve wellbeing. These groups can be in-person or online. Literature on in-person
support groups suggests many benefits of participation, including validation, “normalization” of
experience (by helping members see that there are others in their situation and that for people in
their situation, their experiences are “normal”), reduced isolation, increased sense of belonging,
and enhanced self-esteem [74]. A large body of prior work has established that online commu-
nities, also, enable people to seek and provide support surrounding a variety of experiences such
as but not limited to cancer, mental health, diabetes, or alcohol and drug abuse [26, 46, 94, 112].
Sometimes people seek specific advice and informational support, and other times they seek sym-
pathy or other types of responses when they participate in online support communities [7, 46, 82].
Similar to in-person contexts, online support is a contributing factor in reducing depression and
improving self-efficacy and quality of life [86]. A study of comments associated with posts about
suicidal ideation on Reddit showed that linguistic features of specific kinds of support (i.e., esteem
and network) tend to reduce one’s risk of suicidal ideation as expressed in Reddit posts in a future
time [22]. This literature shows that the social support provided in online spaces can be helpful.

In this article, we employ the Social Support Behavioral Code [27] as a categorization schema
to characterize the nature of support being provided via online comments. This schema includes
informational support (providing information or advice), instrumental (tangible) support (express
willingness to help in a tangible way or actually do so such as offer to talk to someone or do
something for them), esteem support (communicating respect and confidence in abilities by acts
such as complimenting one), network support (communicating belonging to a group of people with
similar experiences), and emotional support (communicating empathy, love, or concern). We used
this framework in the first phase of this project [6] as well, where we identified the different
types of support people sought in posts. This framework has also been used in other past work
studying social support in online spaces [7, 22, 26]. This way of characterizing social support
through a formal framework (rather than more generic forms such as only emotional support
and advice) is helpful not only because it provides a detailed perspective, but also because it adds
to the conceptual clarity of the social support phenomena in the literature and facilitates future
comparisons between empirical investigations in different contexts and communities.

Mismatches between the types of support people seek and the support they receive is an im-
portant aspect of social support exchange. Different people prefer different types of support, and
not all types of support provided in online spaces are necessarily helpful [103]. According to the
Optimal Matching Model of Stress and Social Support, social support is most effective if it matches
the individual’s needs [74]. As such, when people seek support online, examining whether they
found the support they sought is important, and partially speaks to the utility of participating in
these spaces. In fact, receiving the social support that matches one’s needs and preferences leads
to improvements in psychological adjustment, efficacy, ability to cope with distressing events, re-
sistance to illness, recovery from illness, and life expectancy [19, 74]. Self-disclosure in an online
health support group enables people to make their emotional needs known, which often leads to
them receiving emotional support; similarly, asking questions makes informational needs known,
leading to informational support [111]. This provides evidence that the types of support people
desire can influence the types of support they receive [111]. However, mismatches still occur, and
it is important to investigate both matches and mismatches in support types sought and received,
particularly because those who receive optimal support are more likely to remain in and contribute
to an online community [111, 112]. In this article, we investigate the relationship between the types
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of support sought and provided, to identify and address support matches and mismatches. We also
identify which support types are sought or provided together.

The previous literature on social support in online spaces leads us to the following research
questions that are directly concerned with social support in the form of comments in response to
sensitive disclosures:

RQ1. What types of comments do abuse-related posts elicit?

RQ2. What characteristics of posts are related to comment volume?

RQ3. How is the type of support sought in posts related to the type of support provided in com-
ments, and what types of support co-occur in posts and comments?

2.1.2 Reciprocal Self-Disclosure. Reciprocity of self-disclosure is closely related to the notion
of response in the disclosure process; reciprocal disclosures happen when one individual shares
some information, and the other reciprocates with information with a similar intimacy level. The
occurrence of reciprocal self-disclosure is one of the most consistent findings of laboratory self-
disclosure studies in dyadic and in-person contexts [33, 64]. In computer-mediated contexts, re-
search suggests that people may over-interpret the intimacy level of self-disclosures and recipro-
cate with more intimate disclosures compared to face-to-face settings [57]. Andalibi and Forte [5]
showed how reciprocal disclosures occur at the network-level (rather than dyadic) through so-
cial media posts, and introduced the concept of network-level reciprocal disclosure. Network-level
reciprocal disclosure refers to disclosures that occur on social media not in response to any par-
ticular disclosure (as would be the case, for example, in dyadic non-computer-mediated settings,
or social media comments) but in response to less perceived stigma associated with disclosure [5].
While comments in online spaces provide an opportunity for reciprocal disclosures in response to
the poster’s initial disclosure, we do not know much about the conditions under which reciprocal
self-disclosures occur on social media through comments. Exploring reciprocal disclosures in stig-
matized contexts on social media is important because reciprocity may not only help the original
poster or others reading feel less alone and more supported, but may also enable the commenter
to engage in a disclosure that they may not have felt comfortable initiating. In the context of our
study, we are therefore interested in understanding if commenters may share their own stories af-
ter reading a poster’s disclosure. Drawing on the social science literature, we frame these kinds of
responses as reciprocal disclosures and investigate the role of post disclosure content as well as the
anonymity of posters and commenters in the occurrence of reciprocal disclosures in comments,
and ask the following research questions:

RQ4. What types of posts elicit comments that include reciprocal disclosures?

RQ5. Are reciprocal disclosures more likely to come from throwaway commenter accounts?

2.2 Anonymity in Online Spaces

Anonymity is a complicated construct when it comes to online spaces. A dominant ideology across
academia and the public at large posits that online anonymity is inherently dangerous; an argu-
ment that has been challenged by scholars such as Froomkin [41]. On the one hand, research
suggests that anonymity could lead to hurtful and negative interactions [102]. On the other hand,
scholars have also found that opportunities for anonymity are key for those who may not feel safe
to participate in online spaces in the context of personal and often stigmatized experiences (e.g., [6,
69]) or in broader contexts such as contributing to open collaboration projects [39]. In summary,
prior research has linked anonymity to both positive and negative outcomes, some of which we
discuss in this section.
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Positive outcomes of anonymity include the ability for people to seek support, and even build
community, around sensitive and stigmatized topics. Researchers have linked anonymity to more
disinhibition in online spaces [11, 55, 102]. Higher disinhibition resulting from more anonymity
can in turn facilitate disclosing stigmatizing experiences (e.g., [7, 35, 68, 94]), or seeking direct and
indirect support [6]. For example, anonymity on Ask.fm allows adolescents to feel more authentic,
circumvent social expectations, learn about themselves, manage identity and self-presentation,
and initiate and develop relationships [35]. For people who have experienced traumatic experi-
ences such as pregnancy loss, helpful anonymous participation on platforms such as Reddit may
lead to future disclosures to known audiences on identified contexts, such as Facebook [5]. Some
populations appreciate anonymity to the extent that they create anonymous spaces on Facebook,
even though the site enforces “real name policies” and does not support anonymity. For example,
on Class Confessions pages, first generation or low socioeconomic status college students are able
to anonymously post about socio-economic and poverty-related challenges through moderators
[89] or discuss other taboo topics [15]. Moderated anonymity enables Facebook Class Confession
pages’ success [89]; while posters can be anonymous, commenters must use their Facebook iden-
tities to interact with the posts, can be held accountable, and can provide support to the posters
[89]. Class Confessions is a unique example of an online community that uses a hybrid model of
anonymity for posters (to seek support) and identifiability for commenters (to provide support).
In our article, we extend this body of work by investigating what happens when both commenters
and posters can choose to be more or less anonymous, and focus on one stigmatized context to
explore this question.

Yet anonymity has also been linked to negative outcomes. More disinhibition and anonymity
could lead to less accountability and hurtful behaviors [102], while “real names” have been sug-
gested to help promote accountability and trust [77]. Some of the documented negative outcomes
associated with anonymity include cyberbullying [12, 13, 65], trolling [31], hostile commenting
[63], deception [52], or decrease in credibility or making communication impersonal [54, 85].

Focusing solely on commenting behavior, research has examined the impact of anonymity on
commenting behavior on discussion boards or news articles. For example, those commenting with
a “real name” social network account may be less likely to use offensive words in comparison with
those using pseudonymous—more anonymous compared to “real names”—accounts [21]. “Real
name” commenting on news articles has also been found to lead to more civil discussions, and
discussions that directly engaged with the topic rather than with the text’s author [40]. Yet other
researchers found that anonymous users were quantitatively more engaged in discussion boards;
however, outside observers perceived the discussion quality to be higher when users were not able
to be more anonymous [88].

The literature reviewed here suggests that higher degrees of anonymity may have both positive
and negative outcomes. The potential role of various levels of anonymity in the types of responses
to disclosures of stigmatized experiences on social media is a research gap that we address.

In this article, we investigate the role of anonymity in responding to disclosures about stigma-
tized experiences. This is an important phenomenon because, as we discussed, those with stigma-
tized experiences often face challenges in disclosing their feelings and thoughts, and when they do
disclose, responses to those disclosures are key to their wellbeing. Social computing systems can
be designed to allow people to disclose stigmatized experiences, and seek and provide support,
and with our article we contribute to this larger design goal. On Reddit, while all accounts can
be pseudonymous and thus anonymous to some extent, throwaway accounts are used as a proxy
for more anonymity [66]. Prior work in the context of mental health suggests that throwaway
posts are more disinhibited [83]. In the context of abuse disclosures, in the first phase of this study,
we established that posts from throwaway accounts are associated with more indirect and direct
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support seeking [6]. We extend this work by investigating how support provision and other kinds
of responses to disclosures differ between throwaway and identified commenter and poster ac-
counts; in other words, here we investigate the role of anonymity in responses to stigmatized dis-
closures via the following research questions:

RQ6. What characteristics of posts and comments are associated with throwaway commenter
accounts?

RQ7. Are aggressive or unsupportive comments more likely to come from throwaway commenter
accounts?

2.3 Sensitive Disclosures and Responses to Them

Self-disclosure refers to sharing information about one’s self with others [47], a process that in-
volves navigating the boundary between safely concealing information and making one’s self vul-
nerable by sharing that information. Sometimes people engage in self-disclosure to find others who
share similar stigmatized identity facets online and offline. Self-disclosure in sensitive settings can
sometimes lead to benefits such as receiving support [7, 20], yet other times it leads to negative
consequences such as rejection and being more stigmatized [14, 16, 70, 108]. In the remainder of
this section, we first synthesize what prior work teaches us about sensitive disclosures in online
settings. We then move on to discuss the literature on disclosures of and responses to sexual abuse
specifically, first in non-computer-mediated and dyadic contexts, then in computer-mediated con-
texts. Finally, we describe how our work contributes to this domain.

2.3.1 Sensitive Disclosures on Social Media. People often face difficulty disclosing sensitive in-
formation in online settings. In some cases, sensitive information (e.g., disease diagnoses, abuse,
depression, pregnancy loss) involve stigma and can be prohibitively painful to share with even the
closest of friends. A stigmatized identity is socially devalued and associated with negative beliefs
[44]. For example, those in military cultures often experience stigma and barriers to disclosing
struggles they may face [34, 97, 98]. Yet they sometimes do disclose difficult and stigmatized expe-
riences on social media, often to highly selective audiences [34], and often as a result of observing
others who have set aside the non-disclosure norms often associated with military culture [97].
Women who experience pregnancy loss often experience stigma and make complicated decisions
to engage in disclosures on social media. These decisions involve balancing potentially conflicting
needs (e.g., support and privacy) and are informed by a variety of factors related to the self, audi-
ence, society, network, temporality, and platform affordances [5]. Similarly, disclosures of trans-
gender identity on Facebook are associated with increased stress, though support from one’s net-
work mitigates some of this stress [50]. For disadvantaged first year college students, though social
network sites are an important space for identity work, this population also encounters barriers to
information sharing given stigma and fear of judgement [80]. Anonymous platforms would allow
such students to ask questions and receive much-needed informational support without reputation
concerns [80]. Other populations such as parents also face disclosure challenges. For example, they
may be concerned about expressing parenthood’s difficulties, and sometimes access social support
via more anonymous spaces or support groups to avoid the judgments and stigma they may ex-
perience otherwise [1, 95]. Those with higher impression management concerns tend to disclose
less personal information on Facebook, as do those with larger and less dense networks [110].

People engage in many strategies to combat some of these difficulties and manage informa-
tion disclosure in networked environments. For instance, many choose to self-censor content on
Facebook, due in part to impression management concerns [100], and some engage in indirect dis-
closure strategies or complete non-disclosure [3]. On social network sites that include one’s “real
life” network, disclosure can be collaborative rather than individual [62, 71]; yet social network
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sites often lack collaborative tools and means for preventive disclosure management [62]. Circles
on Google+ allowed users to navigate sharing to different audiences and engage in more selective
sharing across different life facets, ties with varying strength, and interest-based groups [60], as
do friend “lists” on Facebook, with varying success [37]. Platforms like Reddit and Tumblr address
some information disclosure issues in part by allowing anonymity and pseudonymity, and in part
by enabling boundary regulation by being separate from one’s “real life” network [49].

Disclosure and anonymity are, of course, closely related to privacy. Privacy and disclosure are
both dynamic processes that people wish to have control over, but sometimes do not [58]. The
Internet changed both demands to disclose personal information, and the implications of disclosing
[58]. While we acknowledge the importance and relevance of privacy research, a full review of
privacy literature is beyond the scope of this article.

2.3.2 Disclosures of Sexual Abuse. The literature on dyadic sexual abuse disclosure in non-
computer-mediated contexts has established the importance of disclosures, challenges in disclo-
sure and healing, and responses to disclosures. The disclosure of sexual abuse is an ongoing process
including three phases: self-realization and understanding; confidant selection, disclosure, and re-
action, in which the discloser receives a positive or negative response; and consequences of that
disclosure such as receiving social support and improved emotional wellbeing, that inform future
disclosure strategies [101]. Research suggests that reactions to sexual abuse disclosures in dyadic
contexts depend on factors such as whether disclosure happens in childhood or adulthood, to
whom and how it is disclosed, and how much information is disclosed [107]. These studies sug-
gest that both the initial disclosure and responses to it are parts of the ongoing disclosure process
and are interconnected.

It is common for disclosures of abuse to be delayed. A majority of sexual assaults occur prior
to adulthood, yet individuals are more likely to not disclose their experiences until they are adults
[59, 61]. Disclosure delays, as well as self-blame and negative reactions, are associated with higher
post-traumatic stress disorder symptoms [105]. Many child sexual abuse survivors do not disclose
to their parents, often due to fear and shame, and those who do disclose are likely to receive angry
or blaming responses [53] or face disbelief [59]. Indeed, disclosing as a child is often particularly
dangerous, and is found to be associated with continued abuse [59]. Children’s disclosure deci-
sions depend on many factors, including age, how frequent or severe the abuse was, and parents’
expected reactions [53]. Consequently, when parents are supportive, children exhibit lower rates
of depression [48], and higher mental health and social functioning [67]. Survivors who have re-
ceived positive reactions to childhood disclosures are more likely to have supportive networks as
adults [59]. Online platforms provide new socio-technical contexts for such “delayed disclosures”
[97] of traumatic experiences for various populations. Examples include veterans who have ex-
perienced trauma and are in the process of reintegrating into the society [97], women who have
experienced pregnancy loss [5], and survivors of sexual abuse [6]. Masculinity norms prevalent in
the military often contribute to delayed disclosures for veterans [97]. If people ultimately decide
to engage in disclosures of abuse that they have kept secret for a long time, and have likely faced
additional psychological burden as a result, the responses they receive once they do disclose and
seek support are important.

While there is a large body of work concerning disclosures of abuse in non-computer-mediated
contexts, there is little empirical research about the disclosures of sexual abuse and responses to
them in computer-mediated contexts, or the role of socio-technical affordances in these behav-
iors. Several studies have examined the domain of domestic violence survivors and their needs
and challenges when using technology. Notably, in a study with women survivors of domestic
violence living in shelters, participants reported experiencing various kinds of harassment on-
line and offline as well as support via social networking sites, and trying to combat harassment
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using their knowledge of security and privacy tactics [32]. A more recent study with survivors of
intimate partner abuse focused on their privacy and security needs, and suggests that technolo-
gists should prioritize improving the usability of and control over security and privacy functions
to support this vulnerable population [73]. These studies illustrate the importance of designing
technologies that support survivors of domestic violence, who may also experience sexual abuse.
However, because these studies take a rather holistic perspective to technology use in an abuse
context, they do not particularly discuss disclosure or social support behaviors of intimate partner
abuse survivors or sexual abuse survivors in online spaces.

The only study focusing on online disclosure and support behaviors that we are aware of in the
context of sexual abuse examined sexual assault-related questions and answers on Yahoo! Answers
(a site where users need to be registered) [79]. This study’s findings indicate that help-seeking
did occur on this site, but only rarely, and mostly involved seeking emotional support [79]. The
study also suggested that such posts were about naming the incident as sexual assault, recounting
one’s story, expressing emotions, and seeking help, and responses were both of supportive and
unsupportive nature [79]. This prior work does not discuss the socio-technical features of the site
that facilitate the observed behaviors, the characteristics of supportive interactions, matches and
mismatches in support sought and provided, or the links between disclosures and responses.

As described, we know many things about disclosures of sexual abuse experience and reactions
to them in non-computer-mediated contexts. However, characteristics and patterns of responses
to abuse-related self-disclosures as well as the role of anonymity in support provision in stigma-
tized contexts on social media is an important and understudied area in HCI and social computing
research. By employing mixed methods and studying response content, specifics of support provi-
sion, and anonymity in this population, we can better understand the ways that online platforms
can enable helpful and therapeutic disclosures, match people with the support they request and
need most, and importantly, encourage supportive interactions that may potentially lead to healing
in a wide array of contexts.

3 METHODS AND STUDY DESIGN

To address our research questions, we report on two study phases. The first phase, in which we
examined only posts and anonymity’s role in them, not responses, is reported and discussed in
detail in our prior publication [6]. However, because Phase I provides the basis for the second
phase—the focus of this current article—we include its highlights in this manuscript to provide
context. Phase I sets the groundwork necessary to answer Phase II’s unique research questions.

In Phase I, we characterized abuse-related posts in three subreddits through a self-disclosure
lens by applying qualitative content analysis methods. We used statistical methods to investigate
the differences between throwaway and identified posts in terms of the themes we found in the
thematic analysis. We also employed a text mining approach to investigate linguistic differences
between throwaway and identified accounts (see [3] for details on text mining methods and re-
sults). Finally, we identified factors linked to direct and indirect support seeking and first-time
disclosures of abuse in posts.

In the second phase,2 reported here for the first time, we first used qualitative content analysis
methods to characterize the content of comments associated with the posts we analyzed in Phase I.
Guided by our research questions, we then used the codes applied in our qualitative analysis in

2In this current article, we discuss the details of the setup and data for both study phases because they are closely in-

terconnected. Communicating the setup for the first phase provides the necessary background for this article. However,

providing substantial detail or interpretations of, findings from Phase I is outside of the scope of this article; we refer

interested readers to our prior work [6]. We only include findings from Phase I that are directly related to Phase II.
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statistical models to investigate relationships between post content and associated comment vol-
ume and content. In these models, we included independent variables indicating a post or comment
being from a throwaway account, to investigate anonymity’s role in response behaviors. We also
tested for potential differences between comments made using throwaway and comments made
using identified accounts, to investigate the role of commenter anonymity in responding to posts
about sexual abuse.

3.1 Data Collection

3.1.1 Subreddit Data Collection Methodology. We used Reddit’s API [106] to collect posts, com-
ments, and associated metadata from several communities (subreddits) focused on sexual abuse.
The subreddits were selected based on an iterative manual curation process, which was informed
from prior work on mental health and social media [29, 83]. Our approach proceeded in the follow-
ing manner: (1) We first compiled a set of 14 subreddits where individuals typically seek advice and
support on variety of stigmatized topics, including experiences of abuse. To arrive at this initial
subreddit list, we utilized Reddit’s native subreddit search feature (http://www.reddit.com/reddits)
and searched for subreddits on “mental health,” “stigma,” “abuse,” “trauma,” “coping,” and “sup-
port.” (2) Two researchers familiar with Reddit then employed a filtering step on the search results
returned, so that we focused on high-precision subreddits on abuse related issues. (3) Thereafter,
we focused on a snowball approach in which starting with these filtered “seed” subreddits, we
gathered a second list of 55 “related” or “similar” subreddits that are listed in the profile pages of
the seed subreddits. (4) Finally, we inspected the descriptions provided on each of these expanded
list of subreddit pages, eliminated non-relevant ones, and obtained the three subreddits which we
focus on this article. Using these methods, we identified three subreddits that were exclusively
focused on sexual abuse: r/traumatoolbox, r/rapecounseling, and r/survivorsofabuse. At the time
of data collection, these subreddits had 372, 2,983, and 1,353 subscribers, respectively. Note that
Redditors can post on a subreddit without also subscribing to it. All of these subreddits host public
content, meaning that they are viewable by anyone who attempts to see them and without needing
an account on the site.

3.1.2 Subreddit Post and Comment Data. For each of these subreddits compiled above, we ob-
tained daily crawls of posts in the New category using the API, to collect shared public posts
shared between February and November 2014. Reddit API allows the collection of the past 1,000
posts shared in a subreddit, therefore, for the daily crawls, we automatically collected all of the
past 1,000 posts, and then employed post-hoc de-duplication at the end of data collection. For each
post, we collected the title of the post, body or textual content, ID, timestamp, and author ID.
Then, to address our research questions, we queried the Reddit API with the post IDs, in an iter-
ative manner, to gather the comments associated with the posts. We collected the same metadata
as the posts for the crawled comments.

3.1.3 Identifying Throwaways. To identify throwaway user accounts in our data, we used a
two-step approach based on prior work [42, 66, 83]. The first step (programmatically) examined
the naming conventions used in the user ids, and whether they include mentioning the word
“throwaway” or a lexical variation of the word (e.g., *thrw*, *throwaway*, *throw*, *thraway*)
[42]. In the second step, we (programmatically) looked for mentions of the word “throwaway” in
either post titles or post text. One author followed up with manual inspection of a random sample
of these posts to verify that the word “throwaway” was used to mean an anonymous disclosure.
The manual second step is informed by prior work done on Reddit “throwaway” accounts [66].
While it is possible that this technique yielded some false negatives, it ensures that our dataset
represents throwaway accounts accurately.
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3.1.4 Post Data Sample. Our complete dataset included a total of 234 posts from throwaway
accounts and 2,139 posts from identified accounts. Because we wanted to compare content across
throwaway and non-throwaway accounts, we randomly selected 100 posts from throwaway ac-
counts and the same number from identified accounts: thus a combined sample of 200 posts. Dur-
ing data coding, we removed posts that included only an external link without explanation, spam,
and posts that were not possible to put into context and understand. The final analyzed dataset
consisted of 189 posts: 96 from throwaway and 93 from identified accounts.

3.1.5 Comment Data Sample. We analyzed all comments associated with the 189 posts we an-
alyzed, excluding comments from each post’s original poster (given this research’s focus on re-
sponses and support from others). This yielded 565 comments that we analyzed for this study, 6%
of which (N = 34) were from throwaway accounts. Next, we describe how we analyzed posts and
comments.

3.2 Analysis

3.2.1 Post Analysis. To develop a codebook for the posts, the focus of Phase I [6], we followed an
iterative semi-open coding procedure in which in addition to looking for concepts as they emerged,
we also looked for concepts from the literature. For example, we looked for different forms of seek-
ing support in posts (i.e., direct versus indirect, and informational, emotional). Moreover, we coded
for gender when the poster explicitly mentioned their gender. We also employed open coding, re-
maining sensitive to other topics that might emerge. Two of the authors independently coded a test
sample of 20 randomly selected posts drawn from the larger dataset, then discussed each post to-
gether with assigned codes to establish a shared vocabulary. Next, we coded another 20 randomly
selected test posts and similarly discussed them one by one in detail. Applying the resulting code-
book, we coded a final set of 20 randomly selected posts to establish inter-rater reliability for each
code, which yielded an overall average Cohen’s Kappa coefficient of 0.86. Next, the two coders
independently coded portions of the 189 posts. We assigned multiple codes to each post, and our
unit of analysis was posts.

We coded for disclosure content based on the Disclosure Processes (DPM) model [20] that iden-
tifies breadth, depth, and emotional content as some dimensions of disclosures. Our story-telling
theme, as we will describe in findings, is a proxy for a disclosure’s breadth and depth. To capture
emotional content, we open-coded emotional expressions in the data, then one author categorized
the emotions into standard categories based on Shaver et al.’s emotion categorization [99].

We coded for support seeking at two levels. First, we coded for direct versus indirect support
seeking. Direct support seeking is when someone explicitly asks for help, and indirect support
seeking is when someone just hints that a problem exists [10]. Second, when support was sought
directly, we coded for specific types of support seeking as categorized in the Social Support Be-
havioral Code [27] described in the literature review.

3.2.2 Comment Analysis. For Phase II, we applied iterative semi-open coding to the comment
data, similar to the post analysis described above. In addition to looking for concepts as they
emerged in the data we also looked for concepts from prior work. The data we used to develop
our codebook included comments both from throwaway accounts and identified accounts, and
were associated with posts from both throwaway accounts and identified accounts (four condi-
tions). Two authors completed two rounds of independently coding 20 comments. We first coded
a sample of 20 comments including equal numbers from each of the four conditions (comments
selected randomly from each condition), with the exception of the smallest category (post from a
non-throwaway account and comment associated with the post from a throwaway account) which
only had three occurrences. We then discussed each comment and its resulting codes in detail, and

ACM Transactions on Computer-Human Interaction, Vol. 25, No. 5, Article 28. Publication date: October 2018.



Social Support, Reciprocity, and Anonymity in Responses to Sexual Abuse Disclosures 28:13

refined our codebook. Next, we independently coded another sample of 20 comments with the
same criteria and discussed each comment and codes in detail. We then coded a final set of 20
comments and established inter-rater reliability for each code at an acceptable average Cohen’s
Kappa coefficient of 0.72 across the codes, and finally settled on the codebook reported in Table 2.
Then the two coders independently coded portions of the full comment dataset.

We coded for specific types of support provided in comments as categorized in the Social Support
Behavioral Code [27] described in the literature review. We also coded for reciprocal disclosure,
an important phenomenon in the context of sensitive self-disclosures [9], and unsupportive or
aggressive responses. Otherwise, we looked for themes emerging in the data.

3.2.3 Ethical Considerations. It is a common practice in social computing research to analyze
publically available data without posters’ consent or knowledge. However, we are aware of the
limitations that may come with the absence of consent and feedback from the study population.
As an example, if our analysis misrepresents the experiences of people whose data we analyzed,
our methods do not allow for illumination from them. As we also discuss in our prior work [6], we
engaged in a detailed and iterative process to make sense of commenters’ complex experiences as
accurately as possible. However, when we analyze social media data from a vulnerable population
or one to which the researchers do not explicitly belong, there may be misrepresentations or limita-
tions. As researchers, we tried to be cognizant and reflective of our own identities as well as our lack
of knowledge about the experiences of people whose data we analyzed. We hope to engage study
populations in a more collaborative approach in the future. One idea is sharing a short readable
blog post about this work on r/science and the subreddits whose data we analyzed on in this article.
To reduce the chances of participants’ data being resurfaced through Google searches of quotes,
we paraphrased them to obfuscate posters’ data, a common method in social computing work.

Researchers must be aware of the impact that conducting research in sensitive settings may
have on themselves [4, 78]. Andalibi and Forte [4] argue that the relevant stakeholders should
develop guidelines that consider researcher wellbeing as well as the participants’ wellbeing, and
that building support networks among researchers is important. They emphasize that it is crucial
for us, as members of the HCI and social computing community, to acknowledge, reflect on, and
define our vulnerabilities, as there are risks in “ignoring, shaming, or denying the risk inherent in
confronting difficult data” [4]. Moncur [78] conducted a study with researchers working on the
design of technology for the end of life and found that this difficult research commonly effected re-
searchers’ wellbeing. As a result, some researchers used informal coping mechanisms when they
felt overwhelmed as a result of their work [78]. These strategies included taking time off from
the research topic or dialogue with peers and loved ones about how they were impacted by the
work [78]. In light of these discussions and guidelines, the two authors who coded these data en-
gaged in frequent reflective conversations with each other about the emotional work of immersing
themselves in the data. We found this reflective sharing to be of great value with respect to our
wellbeing as well the quality of work, and we acknowledge here the emotional difficulties that
may come with conducting research in settings about difficult human experiences. We think it is
particularly important for junior researchers who may be interested in exploring similar topics to
be aware of potential challenges before they start a project, and for the infrastructure around them
(e.g., academic, industrial) to facilitate self-care. We encourage the HCI community to reflect on,
discuss, and develop guidelines to support researcher wellbeing in sensitive settings in addition to
participant wellbeing.

3.3 Limitations

We analyzed posts on three subreddits (r/traumatoolbox, r/rapecounseling, and r/survivorso-
fabuse) to characterize self-disclosures about abuse, with a focus on sexual abuse and rape
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experiences. While we recognize that our data might not be representative of the wide popula-
tion who experience abuse and rape, we believe our approach is sufficiently robust to provide a
foundation for understanding online abuse-related self-disclosures, support seeking, and response
behaviors as well as the role of anonymity in these behaviors. We believe that we could also gain
important insights by interviewing Redditors who post or comment on these subreddits and the
moderators and volunteers who provide support; this is an important direction for future research.
We interpreted some comments to be aggressive or unsupportive and we include these in the anal-
ysis. However, we note that these subreddits are moderated to varying degrees, and thus additional
aggressive or unsupportive comments may have been removed before our data collection, and thus
were not accounted for in our analysis. Additionally, because our analysis is in the context of a
highly moderated space dedicated specifically to supporting abuse survivors, our results related
to aggressive and unsupportive comments may not generalize to other online communities with
different support norms and moderation practices. Finally, we emphasize that the results of our
quantitative analyses are not causal.

4 FINDINGS

In this section, we first share a summary of our findings from Phase I to provide background
for the focus of this article, Phase II. Details of the Phase I analysis and findings, and what they
mean are available in our prior work [6]. We then detail and discuss findings from Phase II. The
Phase I analysis [6] contributes a characterization of abuse-related posts in online spaces through
a self-disclosure lens. It also explores the relationships between anonymity, disclosure, and sup-
port seeking by analyzing posts from both throwaway (providing more anonymity) and identified
accounts on abuse-related subreddits.

The Phase II analysis contributes a characterization of the types of comments that these posts
elicit (RQ1), and the relationship between post content and comment volume (RQ2). It also ex-
amines the link between the type of support sought in posts and the type of support provided
in comments, as well as the types of support seeking and provision that co-occur within com-
ments and posts (RQ3). Finally, this study uncovers the factors that elicit reciprocal disclosures in
comments (RQ4, RQ5) as well as factors associated with commenter anonymity (RQ6, RQ7).

Taken together, this research highlights how anonymity is a key factor in online spaces facili-
tating sensitive disclosures and enabling people to seek and provide support in sensitive contexts
such as sexual abuse. Our primary findings include identifying matches and mismatches between
the kinds of support sought by posters and the kinds of support provided by commenters. We
show that while higher degrees of commenter anonymity facilitate reciprocal disclosures through
comments, it is not associated with negative and unsupportive responses.

Detailed findings include characterizing responses to abuse disclosures on Reddit and identi-
fying relationships between types of social support sought and provided, presence of reciprocal
self-disclosures, and levels of anonymity, as follows. Comments include five types of social support
(i.e., informational, emotional, esteem, network, instrumental), reciprocal disclosures, unsupport-
ive or aggressive content, questions, and responses to other commenters. We show that posts seek-
ing support, both indirectly or directly, receive more comments, and we detail how the types of
support sought and provided co-occur in posts and comments. For example, posters directly seek-
ing informational, esteem, and instrumental support in their posts are more likely to also receive
them in comments. We find that comments from throwaway accounts were more likely to be asso-
ciated with posts from throwaway accounts, and not associated with a comment being aggressive
or unsupportive. However, posts from throwaway accounts were more likely to attract comments
that were unsupportive or aggressive than posts from identified accounts. Comments including
reciprocal disclosures were more likely to come from throwaway accounts or in response to direct
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seeking of network support. They were less likely to be in response to posts that may be harder
to relate to on a more personal level (e.g., explicit mention of the poster’s gender, sensemaking
of the poster’s experience). Posts where people sought support directly were less likely to receive
unsupportive comments.

In what follows, we first summarize findings from the post analysis phase, and then transition
into the main focus of this article: responses to social media disclosures of sexual abuse.

4.1 Phase I. Abuse-Related Posts

Our qualitative analysis showed considerable support seeking and detailed, emotional disclosures.
We observed awareness of audience and references to attitudes toward disclosure and abuse. We
also observed the subreddits being used for first-time disclosures, as well as posters describing
what kind of responses they received to previous disclosures. In 57.5% of posts, we identified the
poster’s gender based on explicit identification or reference. Among those whose gender could
be identified, the sample included 2.5 times more women than men. These themes are shown in
Table 1, and are detailed in [6].

Our quantitative analysis suggests that there are significant differences between posts from
throwaway accounts and identified accounts in the context of disclosures relating to sexual abuse.
Posts including indirect and direct support seeking, references to attitudes toward disclosure, and
posts by men were more likely to be posted using throwaway accounts. When seeking support, a
person may look weak or less competent and may not wish to give off that impression [43], and
therefore more anonymity helps. It is likely that because disclosing abuse is even more stigmatized
for men than women [92], we found that men seek more anonymity by using throwaway accounts
when disclosing their experiences. Throwaway posts were also significantly linguistically different
than identified posts, according to our text mining analysis and logistic regression classification
models (see [3] for details). We also found that while emotional disclosure (i.e., feelings of neglect
such as loneliness) is significantly positively related to indirectly seeking support, first-time dis-
closures and explicit questions are predictors of directly seeking support. Finally, seeking direct
instrumental support and expressions of attitudes toward disclosure are significantly linked to
first-time disclosures. Please see [6] for details of these models and our full analysis, interpreta-
tions, and discussion if interested. Next, we shift our attention to the focus of this study: responses
to disclosures through comments.

4.2 Phase II. Comments Associated with Abuse-Related Posts

In this section, we first provide a characterization of the types of comments these abuse-related
posts elicited though our qualitative analysis. In doing so, we set the groundwork for the remainder
of our findings and analysis that uses the codes assigned to comments qualitatively in statistical
models to address our other research questions focusing on (1) the relationships between post con-
tent and comment content, and (2) the role of higher degrees of anonymity afforded by throwaway
accounts in response behaviors. We describe our quantitative methods in the respective findings
sections, which are organized by research questions for easier readership.

In summary, we observed a variety of support types being offered through comments. We found
that 85% of comments included some kind of social support (i.e., informational, emotional, esteem,
network, instrumental), and 27% included reciprocal disclosures. Our quantitative analysis shows
that posts seeking support, both indirectly or directly, receive more comments. We also uncovered
how the types of support sought and provided co-occur in posts and comments. For instance,
posters directly seeking informational, esteem, and instrumental support in their posts tend to also
receive them in comments. Importantly, comments from throwaway accounts were more likely to
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Table 1. Prevalence of Themes and Categories in the Post Data

Theme Categories

Disclosure
dimensions

- Disclosure of the abuse (77.8%): rape, 39.2%; sexual, 32.8%; physical, 13.2%;
emotional, 11.6%; drug, 7.4%; verbal, 5.3%

- Disclosure of other people’s abuse (14.5%)
- Storytelling (depth and breadth of disclosure) (64.0%)
- Emotions (84.7%): sadness, 55.6%; fear, 34.4%; anger, 30.7%; shame, 27%;

neglect, 22.2%
Attitudes toward
disclosure

- Non-disclosure reasons (20.6%)
- Fear of disclosure (9.0%)
- Disclosure reasons (32.3%)
- Desire to disclose (27%)

Past disclosure
outcomes

- Supportive responses (11.1%)
- Unsupportive responses (26.5%)

Seeking support - Direct (68.3%): informational, 60.8%; network, 12.2%; esteem, 9.0%;
emotional, 3.7%; instrumental, 3.2%

- Indirect (22.8%)
Providing support - Providing some kind of support (9.0%): Informational, 5.3%; network,

4.2%; emotional, 2.6%
Attitudes towards
abuse

- Minimization of abuse by self (7.4%)
- Self-validation (10.6%)
- Perceived impact of abuse (58.2%): on self, 50.8%; romantic/sexual

relationships, 23.3%; sexuality, 13.8%; family, 9.0%; school, 7.4%; work,
4.8%

- Uncertainty about sexual assault – naming the experience (15.3%)
Disclosure framing - Sensemaking (39.7%)

- Explicit questions (51.3%)
Platform-specific - First time disclosure (9.5%)

- Audience awareness (45.5%)
Gender - Woman (41.0%)

- Man (16.5%)

be associated with posts from throwaway accounts, more likely to include reciprocal disclosure,
and not associated with a comment being aggressive or unsupportive. Additionally, posts from
throwaway accounts were more likely to attract comments that were unsupportive or aggressive
than posts from identified accounts. Posts where people engaged in direct support seeking were
less likely to receive unsupportive comments. Finally, comments including reciprocal disclosures
were more likely to come from throwaway accounts or in response to posts seeking network
support directly. Reciprocal disclosures were less likely to be in response to posts that may be
harder to resonate with on a more personal level (e.g., explicit mention of the poster’s gender,
sensemaking of the poster’s experience). In this section, we discuss these findings in more detail
and depth.

4.2.1 Characterizing Comments Associated with Abuse-Related Posts. Here, we respond to our
first research question.

RQ1. What types of comments do abuse-related posts elicit?
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We found that people use the comment space to collaboratively make sense of the abuse inci-
dent and what followed, and to help the poster work through their experience. Table 2 shows the
comment codes and larger categories when applicable. We observed all five types of social sup-
port [27] in the comment space, with informational, emotional, and esteem support being the most
prevalent, followed by network and instrumental support. A total of 85% of comments included
some kind of social support.

We also observed considerable reciprocal disclosure taking place in the comment space, amount-
ing to 26.7% of comments. Reciprocal disclosures happen when a commenter shared their own ex-
perience in relation to the poster’s experience. These disclosures may have several benefits: they
may make the poster feel less alone and more connected; they may be therapeutic for the com-
menter to write and share; and they may make the passive readers or other commenters feel less
alone and more connected [9, 104].

However, there were also comments that we deemed to be unsupportive or aggressive, amount-
ing to 4% of comments. Additional comments may have been reported and removed by moderators
due to being aggressive prior to data collection.

Some comments included questions asking the poster to clarify something or add context to
their post, or posed to help the poster make sense of their experience. There were also comments
that communicated appreciation to the poster for sharing their experience. Finally, some comments
(7%) were in response to other commenters, though most comments were simply in response to
the poster.

4.2.2 The Relationships between Responses to Abuse-Related Posts, Posts, and the Role of

Anonymity. In this section, we address RQ2–RQ7. We organize this section by research questions,
starting with providing some context by addressing RQ2, then moving on to our more conceptual
findings related to RQ3–RQ7.

RQ2. What characteristics of posts are related to comment volume? (excluding comments from the
original poster.)

Because comment volume can be an important indicator of support [18, 93], we seek to understand
which types of posts receive more comments. We built two Poisson regression models with num-
ber of comments as dependent variable, and determined important independent variables using
backwards feature selection. Independent variables for both models included post-related codes;
Model 1 (see Table 3) included an overall measure of support seeking, while Model 2 (see Table 3)
included more detailed support seeking variables. Poisson regression is appropriate when the de-
pendent variable is count data as was the case here.

We report the Poisson regression results using the incident-rate ratio (IRR), which is calcu-
lated as exp(the Poisson regression coefficient). For one unit increase in any of the independent
variables, the dependent variable would be expected to change by the IRR, while holding other
variables in the model constant. In other words, in each model, posts coded as belonging to one
of the independent categories (e.g., self-appearance) will have an incidence rate for the dependent
variable equal to IRR times that of those that are not in that category.

Posts that seek support directly or indirectly receive more comments. In Model 1, we found
seeking support both indirectly and directly elicit significantly more comments. In Model 2, we
were able to determine more specifically that those posts that directly seek informational and
network support receive more comments. Providing informational or network support may be
lightweight and less personal ways for commenters to enter the conversation, thus leading to
higher comment volume. Posts that seek informational or network support may also give people
more specific direction as to how to respond than other types of direct support seeking. Knowing
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Table 2. Comment Categories, Codes, Percentage of Appearance, and Examples

Category Codes Example

% of all

comments

with codes

Positive social

support

1. Emotional
support

“I’m sorry you went through that.” 43.2

2. Esteem
support

“You never did anything wrong, and you have
a right to be angry and sad. You’ll be okay, and
you’re not broken.”

38.3

3. Network
support

“Be brave and ask for help, please. You are not
alone in this.”

10.6

4. Instrumental
support

“Just PM me if you need anything.” 7.3

5. Informational
support

“You can write a letter. You don’t have to mail
it. Writing a letter to your abuser helps you
process your emotions.”

64.5

Reciprocal

disclosure

N/A “A similar thing happened to me as well. It was
terrifying and I felt a lot of shame and guilt
and anger for a long time. I went to the school
police and nothing good came out of it. I told
my closest friends and I regret doing so; they
were not my friends after all. I am sorry that
you went through this, and I totally get it. It
gets better with time in my experience. I went
to a therapist and that was helpful. I have also
found comfort on this subreddit and I hope I
can provide you with some.”

26.7

Unsupportive

or aggressive

Unsupportive
Aggressive

“Are you joking?”
“If you got that drunk and smashed your car
into a family, it’s not your fault, you were
drunk and the car took advantage of you.
What the fuck is wrong with you.”

2.7
3.0

Questions N/A “What did your mom say in response when
you told her what had happened?”

10.8

Response to

another

commenter

N/A “I thought you were trying to say the OP
wasn’t assaulted at all.”

6.9

Note: Codes or categories are not mutually exclusive. This excludes comments from the original poster.

which types of post content elicit most comments may be helpful for posters to frame their posts
in ways that can garner most support.

RQ3. How is the type of support sought in posts related to the type of support provided in com-
ments, and what types of support co-occur in posts and comments?

Table 4 shows the correlations between the types of support sought in posts and the types of
support received in comments. It also illustrates what types of support were more likely to be
sought or provided together in the same post or comment.
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Table 3. Poisson Regression Models Examining Factors Associated with

Number of Comments a Post Received

Number of comments
(Model 1)

Number of comments
(Model 2)

Variable Incidence-rate ratio (IRR) (Standard error)
Seeking support directly 1.46** (0.14) –
Seeking support indirectly 1.42* (0.14) 1.43* (0.14)
Seeking informational support directly – 1.36* (0.13)
Seeking network support directly – 1.39** (0.12)
Intercept 2.14*** (0.13) 2.18*** (0.12)
†p < .10; *p < .05; **p < .01; ***p < .001.

First, we found that for some types of support, people are more likely to receive the support they
sought (see Table 4, quadrant B). People seeking informational, esteem, and instrumental support
were likely to receive that type of support in comments. This is promising because it highlights the
fact that people tend to find what they are looking for in this online support community. Sexual
abuse threatens people’s self-concept, and people would benefit from esteem support [56]. Often
times, abuse survivors’ needs are unmet in other contexts, and although not a replacement, these
subreddits seem to be functioning as new spaces where some of these needs are actually met.
Yet these correlations are relatively low: 0.12, 0.15, and 0.18, respectively. If posters received the
type of support they sought in every comment, the correlation would be 1. Thus, subreddits could
improve in aligning support type sought with support type received.

Other types of support posters sought were not likely to be received. We found no significant
correlation between seeking emotional support and receiving it, or seeking network support and
receiving it. This may signal that emotional and network support depend more on the person
leaving the comment and what they want to convey, rather than what the poster is specifically
asking for. Those seeking network support were less likely to receive esteem support, which may
indicate that the commenters did not interpret these posters to be in need of boosted self-esteem
particularly, or that commenters felt uncomfortable being asked for these specific types of support,
that are often more personal. Later in RQ3, we will see what types of responses posts with seeking
network support receive. The ways people decide about what type of support to provide, and how
they perceive the post they are responding to, are areas for future work.

Next, we identified types of support that were likely to co-occur in posts (see Table 4, quad-
rant A). Posts seeking informational support were also likely to seek network support but were un-
likely to seek instrumental support. This indicates that posters use forums for different purposes—
some need advice and to find others like them, while other posters need more tangible types of
support. Those who seek emotional support are also likely to seek esteem and network support.
Yet those posters seeking esteem support are unlikely to seek network support, perhaps because
seeking esteem support is about one’s strength and self-esteem, whereas seeking network support
is about soliciting similarities from other people and posters may not want to put these both to-
gether. Future work could investigate the ways people decide what types of support to seek, and
how to compose their posts.

Finally, we examined which types of support co-occurred in comments (see Table 4, quadrant C).
Commenters who provided emotional support were also likely to provide informational, esteem,
network, and instrumental support. This may indicate that emotional support is thought to be less
impactful on its own from the commenter’s perspective, and is thought to be more helpful when
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advice, tangible help, and the like are provided in tandem. Interestingly, although in posts we saw
that people were unlikely to seek both esteem and network support, commenters were likely to
provide both together. This indicates that while most people do not ask for both of these types of
support in one post, these support types pair well for support providers. Perhaps when providing
support to communicate respect to the poster, commenters feel letting the poster know they are
not alone makes it more impactful.

RQ4. What types of posts elicit comments that include reciprocal disclosures?

RQ5. Are reciprocal disclosures more likely to come from throwaway commenter
accounts?

We built two logistic regression models to answer these questions. We used backward feature
selection to find the model that best described the data, and here we report on these final models.
Both models had a binary indicator of a comment including reciprocal disclosure as dependent
variable. The first model (Table 5, Model 3) included a binary indicator of the comment being
from a throwaway account, the post being from a throwaway account, and post codes with an
overall measure of direct support seeking as independent variables. The second model (Table 5,
Model 4) included the same variables, except that instead of the overall measure of direct support
seeking we included the detailed variables indicating what type of support the poster was directly
seeking (i.e., emotional, informational, esteem, network, instrumental) to investigate the nuances
of different kinds of support sought, and how they are related to reciprocal disclosures. Logistic
regression is appropriate because the dependent variable is binary.

Notably, we found that comments that include reciprocal disclosure are more likely to come
from throwaway accounts (in both models). Reciprocal disclosures often include intimate and de-
tailed narratives about the commenter. Reciprocal disclosures in response to disclosures have been
linked to perceptions of more intimacy in non-computer-mediated contexts [33, 64]. In Phase I,
we found that the higher levels of anonymity afforded through throwaway accounts was linked to
more support seeking via posts. The fact that this additional level of anonymity is also linked to
reciprocal disclosures in the comment space suggests that, even on a platform primarily pseudony-
mous, people appreciate more anonymity in order to share the details of their stories in response
to someone else’s and create intimacy. Some people may not create posts to share their own stories
because they may not be ready to do so yet; as such, they may use the comment space to not only
let the poster know that they are not alone, but also to share their own experiences shielded by the
anonymity afforded through throwaway accounts. Interestingly, the post being from a throwaway
account had little statistical association with the comment that included a reciprocal disclosure.
This suggests that even if the poster chooses to be more anonymous, that does not necessarily stop
the commenters from engaging in reciprocal disclosures and providing details about themselves.
Yet when they do reciprocally disclose, they are more likely protect their own privacy by using a
throwaway account. We note that these results are not causal.

We also found that posts seeking direct network support get more reciprocal disclosure in com-
ments (in Model 4). Network support is about communicating that the poster is not alone and that
there are many other people with similar experiences to the poster; this may naturally necessitate
commenters sharing their own similar stories to provide the poster with evidence as to why they
should believe that they are not alone.

Additionally, explicit mentions of the poster’s gender (in these data, only men and women) is
negatively related to reciprocal disclosure. It may be that when people disclose their gender in
their posts explicitly, others may find it harder to relate their own personal story to the poster’s
experience if their gender does not match the poster’s gender, perhaps because that may bring up
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Table 5. Logistic Regression Models Examining Factors Associated with Reciprocal Disclosures in

Comments, Comments Being from Throwaway Accounts, and Unsupportive or Aggressive Comments

Reciprocal
disclosure in

comment
(Model 3)

Reciprocal
disclosure in

comment
(Model 4)

Comment from
throwaway

account
(Model 5)

Comment from
throwaway

account
(Model 6)

Comment
unsupportive
or aggressive

(Model 7)

Variable Coefficient (Standard error)

Comment-level variables

Comment from
throwaway account

1.10** (0.38) 1.08** (0.39) - - 0.35 (0.84)

Reciprocal disclosure – – 1.40** (0.47) 1.47** (0.53) –

Providing esteem
support

– – – −0.10† (0.58) –

Post-level variables

Post from throwaway
account

– – 3.57*** (0.90) 3.79*** (0.96) 1.41* (0.66)

Seeking support directly – – −2.25* (1.09) – −0.97* (0.52)

Seeking support
indirectly

– – – 2.28* (0.99) –

Seeking emotional
support directly

– – – 5.39*** (1.19) –

Seeking esteem support
directly

– −1.03* (0.47) – – –

Seeking network support
directly

– 0.72** (0.26) – −2.06* (0.98) –

Seeking instrumental
support directly

– −1.18 (0.77) – – –

Disclosure of others’
sexual assault

−0.69† (0.40) – −2.63* (1.13) – –

Past disclosure outcomes – – – – 1.50** (0.51)

Attitudes toward abuse 0.47† (0.24) 0.63** (0.23) – 1.52* (0.71) −1.61** (0.49)

Sensemaking −0.55* (0.22) −0.38† (0.23) −1.74** (0.50) −1.70** (0.57) 1.25* (0.55)

Explicit questions – – – 2.65** (0.95) –

First time disclosure – – 1.09† (0.62) 1.96** (0.70) –

Audience awareness – – 2.82*** (0.76) 3.07*** (0.82) –

Woman −0.83*** (0.22) −0.68** (0.23) 1.98* (0.83) 1.52* (0.70) –

Man −1.04** (0.33) −1.15** (0.33) 2.16* (0.89) – –

Intercept −0.66** (0.21) −0.97*** (0.21) −8.92*** (1.32) −12.83*** (2.23) −4.03*** (0.73)

Nagelkerke R2 0.10 0.13 0.49 0.59 0.25

†p < 0.10; *p < .05; **p < .01; ***p < .001.

feelings if they were abused by someone with that gender. As a result, commenters may be less
likely to share their own stories through reciprocal disclosures when posters explicitly state their
gender (see Table 5, Models 3 and 4).

Moreover, posts including sensemaking are negatively related to reciprocal disclosures. While
we have not explicitly asked these commenters why they responded the way they did, this may
involve similar reasons explicit mentions of one’s gender are negatively linked to reciprocal dis-
closures. That is, it may be that the more sensemaking the poster provides, the less commenters
can relate their own story if details do not match, or the less they may find sharing their own
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story helpful to the poster. It is also possible that commenters do not consider sharing their own
experience to be the most helpful response to someone trying to make sense of their experience.

Finally, seeking esteem support directly is negatively related to reciprocal disclosures. This may
be because if one wants to provide support in response to a post seeking esteem support, they
may not consider a reciprocal disclosure a desired or appropriate response. By definition [27],
posts seeking esteem support convey that the poster wants to hear that they are strong and can
overcome these difficult times, and as we also showed in response to RQ3, seeking esteem support
does not often co-occur with seeking similar others’ stories for example through seeking network
support. As seen in Table 4, posters seeking esteem support do seem to be receiving their desired
responses.

RQ6. What characteristics of posts and comments are associated with throwaway commenter
accounts?

We built two logistic regression models and used backward feature selection to only include vari-
ables that best fit the data. For both models, the dependent variable was a binary indicator of a
comment being from a throwaway account. In the first model (Table 5, Model 5), the independent
variables included a binary indicator of the post being from a throwaway account, post codes with
an overall measure of direct support seeking, and comment codes with an overall measure of social
support as independent variables. In the second model (Table 5, Model 6) we included the same
independent variables, but replaced the overall support measures with detailed variables indicat-
ing what type of support the poster was directly seeking or the commenter was providing (i.e.,
emotional, informational, esteem, network, instrumental). This more detailed model enabled us to
investigate how particular types of support seeking and providing may be related to comments
coming from a throwaway account.

We found that comments from throwaway accounts were more likely to be associated with posts
from throwaway accounts. In Phase I of this article, we established that posts from throwaway
account are more likely to include both direct and indirect support seeking, which often threaten
face [44] and entail social risks. Commenters may also need the anonymity afforded by throwaway
accounts in order to engage with these posts (e.g., through reciprocal disclosure as we found in
Models 3 and 4).

We also found that comments from throwaway accounts were more likely to be in response to
posts directly seeking emotional support. This may be because emotional support in a comment,
by definition [27], communicates sympathy and may entail the commenter describing how they
know how the poster feels. Such comments are often more personal than comments communicat-
ing other types of support (i.e., instrumental, informational, network, and esteem) and therefore are
more likely to come from throwaway accounts, if the commenter feels vulnerable about posting.

Comments from throwaway accounts are less likely on posts seeking network support directly.
This could be because by definition [27] network support entails communicating that there are
many other people who understand the poster or have had similar experiences, and that the
poster is not alone. These comments tend to not get as personal as, for instance, comments
communicating emotional support and sympathy. Rather, they reference a larger group of peo-
ple, so the commenter may not require more anonymity. Responses to network support seeking
may also be less likely to be from throwaways because the commenter may need to establish
their membership and credibility in the community they refer to (i.e., subreddit community); us-
ing a throwaway account (which generally has minimal history and traceability [66]) would likely
make it harder to establish community membership because it would not allow the poster or the
audience to track the commenter’s previous activity in that subreddit. Anonymity has been linked
to lower credibility in other online communities [54, 85]. Therefore, the commenter may decide
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not to use a throwaway account, and instead communicate membership and establish credibility
within the community, to make their comment more impactful and credible.

It is important to note that except for reciprocal disclosure, all other variables significantly re-
lated to a comment being from a throwaway account are related to the post content, not the com-
ment content. We will return to this in our Discussion.

RQ7. Are aggressive or unsupportive comments more likely to come from throwaway commenter
accounts?

Due to concerns around anonymity and unsupportive or aggressive commentary [12, 13, 65], we
wanted to know if aggressive or unsupportive comments were more likely to come from throw-
away accounts. To investigate this, we built a logistic regression model using backward feature
selection to determine which variables to include (Table 5, Model 7). This model’s dependent vari-
able was a binary indicator of a comment being unsupportive or aggressive. We included a binary
indicator of the post being from a throwaway account, a binary indicator of the comment being
from a throwaway account, and post codes with an overall measure of direct support seeking as
independent variables.

We found that a comment being from a throwaway account was not associated with a com-
ment being aggressive or unsupportive. However, posts from throwaway accounts were in fact
more likely to attract comments that were unsupportive or aggressive than posts from identified
accounts. Interestingly, posts where people sought support directly or expressed attitudes toward
abuse were less likely to receive unsupportive comments. It is important to note that these sub-
reddits are moderated, and aggressive comments are expected to be removed if reported. This is
probably why there were only minimal (N = 24) aggressive comments in this dataset; however,
we report significant results from analysis of those comments we did interpret to be aggressive
or unsupportive (except in investigating the link between commenter anonymity and aggressive
or negative commentary). In online spaces that are less moderated or less focused on support,
results may vary. Future research could further investigate this phenomenon by analyzing larger
samples of comments posted using varying levels of anonymity in different socially stigmatized
contexts on social media, to determine how the relationship between anonymity and unsupportive
or aggressive responses varies.

We next discuss our results and contributions, and detail how these results can be useful in
designing social technologies to best facilitate supportive responses to sensitive disclosures.

5 DISCUSSION

Through this article, we make the following novel contributions to the HCI and social computing
literature:

(1) A characterization of disclosure and support seeking social media posts and responses to
them in the context of sexual abuse experiences.

(2) An investigation of matches and mismatches between types of support sought in posts
and types of support provided in responses, and how different support types co-occur in
posts and comments.

(3) An understanding of the factors related to reciprocal disclosures, and the role higher de-
grees of anonymity play in facilitating reciprocal disclosures.

(4) An understanding of the factors related to comments being associated with more anony-
mous commenter accounts, and the link between higher poster anonymity and commenter
anonymity.

In what follows, we situate these findings in the context of prior work, and share ideas for future
work and design.
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5.1 Support Match and Mismatch

Our findings indicate that Reddit is an important online space for people to receive support in
response to sensitive disclosures. Informational, emotional and esteem support were the most
prevalent types of support provided through comments, followed by network and instrumental
support. The Optimal Matching Model of Stress and Social Support suggests that the best type of
social support is support that matches the individual’s needs [74]. We found that those who di-
rectly sought informational, esteem, and instrumental support were likely to receive that type of
support in comments. These results indicate that Reddit is a good place for seeking and receiving
informational support, because this was the most frequent type of support provided, and those who
directly sought it were likely to receive it. While comments included less esteem and instrumental
support compared to informational support, when people directly sought these types of support,
they often received it. Finally, emotional and network support were provided in comments regard-
less of whether they were sought or not. This may lead to feelings of warmth and connectedness,
as by definition [27] emotional support is often personalized to communicate sympathy, and net-
work support indicates that a large group of similar people exists and that the poster is not alone.
Receiving network and esteem support on Reddit has been shown to reduce one’s risk of suicidal
ideation as expressed in Reddit posts in a future time [22]. In the context of abuse disclosures, we
found that those who sought esteem support received it, and network support was provided re-
gardless, which is promising particularly if these people also express suicidal ideation. Identifying
and quantifying matches and mismatches between support sought and received around sensitive
disclosures, as we detail in Table 4, provides important information that can be used to increase
matches and decrease mismatches to facilitate optimal support provision in online communities.
For example, online communities could employ human volunteers or computational techniques
to identify types of support sought in sensitive disclosure posts and received in prior responses to
each post, then suggest to community members what types of support are most needed in future
responses to each post.

5.2 Anonymity and Reciprocity

People often responded to disclosure posts by sharing their own experiences, and were more likely
to do so using more anonymous accounts. That is, comments that included reciprocal disclosure
were more likely to come from throwaway accounts. We also found that the post being from a
throwaway account had little association (statistically) with the comment including a recipro-
cal disclosure. In other words, for reciprocal disclosures to be communicated through comments,
anonymity of the commenter is necessary, but whether or not the poster is originally more anony-
mous does not matter. This is important because reciprocal disclosures through comments can
have more than one function. The commenter can share their story, the poster can see they are
not alone, and the others reading these exchanges may also feel like they are not alone. While
anonymity of posters enables people to seek support, anonymity of commenters is required for
many to feel comfortable sharing their own stories through reciprocal disclosures. In some online
communities, commenters are identified and yet provide support [89], yet we find that allowing
commenters to be anonymous gives them an extra layer of security that may be necessary to
disclose their own sensitive experiences while still providing support to posters.

5.3 Higher Anonymity Levels for Posters and Commenters

We found that higher levels of anonymity are important for seeking and providing support
and reciprocity (through comments). We uncovered patterns in how post content and poster
anonymity were linked to comment content and commenter anonymity. In Phase I, we had found

ACM Transactions on Computer-Human Interaction, Vol. 25, No. 5, Article 28. Publication date: October 2018.



28:26 N. Andalibi et al.

that people shared how they wanted to disclose their experiences and feelings related to sexual
abuse, and in doing so even cited their unmet disclosure-related needs (e.g., social support) in of-
fline contexts [6]. We also found that posts including seeking support both directly (specifically
informational and esteem) and indirectly were more likely to be from throwaway accounts (i.e.,
more anonymous) [6]. Direct support seeking is often more challenging than indirect support
seeking because it involves explicitly mentioning that one needs help, in addition to verbalizing
what they need help with [10]. At the same time, indirect support seeking may be equally emo-
tionally difficult to verbalize, as one is trying to not specifically ask for the help that they may
deeply need. Those seeking support indirectly may want their audience to understand what they
need and provide them with support without them explicitly expressing those desires. In other
cases, they may not know what they need and how they can be helped. In this article, we showed
how those who seek esteem and informational support directly, as well as those who seek support
indirectly, tend to receive that type of support in comments. We also showed that seeking any kind
of support, directly or indirectly, is associated with receiving more comments. The additional layer
of anonymity provided through throwaway accounts was important for posters to be able to seek
help. Once people took the difficult step to ask for help in these subreddits, they were likely to
receive it. It could benefit subreddit community members both old and new, as well as moderators,
to know how effective the community actually is in providing support to those who need it.

Both phases of this project highlight the role of higher degrees of anonymity in online spaces
to enable people to seek, receive, and provide support in sensitive, stigmatized contexts. Findings
from Phase I indicate that avenues for more anonymous postings are important because they fa-
cilitate support seeking. Anonymous platforms enable people who may be more stigmatized in an
already stigmatized context—men in this case—to find avenues for expressing themselves and seek-
ing help. Phase II shows that anonymous commenting allows people to comment with reciprocal
disclosures and provide support in ways that are sometimes personal and may make one vulnera-
ble. Yet despite fears about anonymity enabling harassment and bullying [12, 13, 65], we found no
significant relationship between anonymous commenting and aggressive or unsupportive com-
ment content in our dataset. In our work, we have empirically demonstrated how opportunities
for higher degrees of anonymity are key in enabling people to both seek and provide support.

5.4 Networked Empowerment

Empowerment refers to a process in which people develop understanding and control over per-
sonal, social, and other forces to improve their lives [113]. Difficult experiences, such as sexual
abuse, can make people feel disempowered, and empowerment enables people to rise beyond
their challenges [87]. Participation in online health support groups can be personally empow-
ering, particularly for those who lack offline support [8, 23] as is common for sexual abuse sur-
vivors [24, 36, 53]. Ammari and Schoenebeck extended the concept of personal empowerment from
psychology [113] to the context of social media, and introduced “networked empowerment” to de-
scribe how social media, in particular Facebook groups, help parents of children with special needs
to “find other parents, overcome power imbalances between parents and service providers, and
mobilize resources to support the special needs cause” [2:2812]. They identified three components
of networked empowerment as manifested through social media behaviors for this population:
intrapersonal (i.e., reading other parents’ stories, posting questions, developing cognitive models,
and acquiring self-confidence); interactional (i.e., learning about health and education services,
developing an understanding of services, and learning how to access resources); and behavioral
(i.e., answering questions, welcoming new parents, creating advocacy groups, and campaigning
and fundraising) [2].
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On Facebook people typically use their physical world identities and are connected with people
they know (e.g., family, friends, colleagues) [51]. In support groups on Facebook, while people
often use their “real life” identities, they may be, but often are not, Facebook friends with other
group members. Given this network separation, Facebook support groups afford more control and
privacy over information disclosure than one’s individual Facebook profile [2], where content is
generally viewable to one’s entire network of known ties (unless “friend lists” are used to segment
content between audiences). Yet Facebook groups are not nearly as anonymous, or as separate
from one’s primary network, as spaces like Reddit, due to “real name” usage and the possibility
of overlap with one’s network of known ties. What Facebook groups do have in common with
Reddit is that people usually gather around a certain topic, one-to-many disclosures are possible,
and communication can be asynchronous.

In the context our study, Ammari and Schoenebeck’s networked empowerment components
[2] can translate into: intrapersonal (i.e., reading others’ stories made possible through others’
posts or reciprocal disclosures in comments, seeking direct and indirect support, and gaining
self-confidence through receiving esteem support); interactional (i.e., gaining informational sup-
port); and behavioral (i.e., providing various kinds of support through responding to others’ posts).
Therefore, we extend the concept of “networked empowerment” that was largely based in under-
standing Facebook groups’ use, to the context of an online platform where two levels of anonymity
are supported, both of which are higher than that provided by Facebook groups. Specifically, we
showed how higher degrees of anonymity on Reddit facilitate important behaviors such as re-
ciprocal disclosures through comments that contribute to networked empowerment. Thus, we
show how networked empowerment does not require use of an identified platform, and in fact
can also thrive when people are given the ability to present their identities with some degree of
anonymity.

5.5 Reddit Within the Ecology of Social Media Platforms

It is important to consider sensitive disclosures on a site like Reddit in concert with how people
disclose throughout their ecosystem of other social media sites, and across periods of time as they
come to terms with difficult experiences. Here, we draw connections between the current study
and other research around sensitive disclosures and responses to them across a variety of social
media platforms.

As we highlighted in our literature review, Andalibi and Forte [5] introduced the concept of
network-level reciprocal disclosure to explain disclosure decisions of stigmatized information (e.g.,
pregnancy loss experience and associated feelings such as shame and guilt) to one’s identified
network, such as on Facebook. Such disclosures can occur due to less perceived stigma in one’s
network as a result of being “triggered” [97] by others’ disclosures and positive responses to them
[5, 97]. In 2017, #metoo started as a social media campaign to raise awareness about the prevalence
of sexual abuse, and largely took place on platforms like Facebook where people are connected to
their physical world connections [76]. Although #metoo specifically has not been empirically stud-
ied at the time of this writing, it is an important example of disclosing experiences of sexual abuse
to known audiences, and network-level reciprocal disclosure [5] can partially explain the traction it
received. Based on prior research [5], we speculate that by observing others share #metoo stories
or even simply posting #metoo, many people could feel more comfortable typing #metoo to ex-
press themselves, call for societal change and raise awareness, seek support, and provide support
to others in their networks. What we observe on platforms like Reddit, as the case in this arti-
cle, however, is different from #metoo disclosures or similar disclosures on identified platforms. In
spaces such as the subreddits we investigated, stigma is reduced—compared to identified spaces
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like Facebook—because of the space’s dedication to a topic (i.e., abuse), as well as anonymity and
separation from one’s known audiences.

It is common for disclosures of difficult experiences to be delayed, both online and offline [5,
84, 97]. Sometimes, social media campaigns that encourage sharing personal stories on identified
platforms (e.g., Facebook) enable stigmatized disclosures (e.g., pregnancy loss) that may not occur
otherwise [5]. As such, it is possible that #metoo facilitated identified disclosures delayed due to
temporal or other reasons. On the other hand, our post analysis showed that first-time disclosers
use Reddit to disclose their experience with abuse for the very first time. Disclosing trauma and
stigma in anonymous or pseudonymous settings, rather than among one’s “real life” network, is
often a first step [5, 6]. Prior anonymous participation on spaces such as Reddit for women who
had experienced pregnancy loss is a factor leading to identified disclosures on platforms, such as
Facebook [5]. Anonymous sharing and discussion helped them start the sharing process, cope, craft
their disclosure messages, and feel more comfortable to begin talking about their struggles with
known others rather than anonymous ones [5]. Therefore, it is conceivable that prior anonymous
disclosures of experiences with sexual abuse, such as those that occur on Reddit, may also pave the
way for future disclosures on identified platforms, depending on the responses they elicit. What
specific kinds of responses may contribute to potential future disclosures in identified platforms
is an area for future work.

The type of support provided in response to sensitive disclosures may be associated with the
type of content (e.g., text, visual) prevalent on particular social media platforms. Reddit is largely
text-based. Previous research on an online text-based support group for a stigmatized health con-
dition found that largely informational and to a lesser extent emotional support were provided
[25], similar to our findings. However, in the context of Instagram, a highly visual platform, an-
other study found that comments in response to mental health disclosures largely consisted of
emotional support, followed by esteem, network, instrumental, and informational [7]. What these
platforms share are opportunities for being pseudonymous. While our data and analysis do not
address the reasons for these differences, we speculate that this may be due to differences in how
different media types (i.e., text on forums, text and image hybrid on Instagram) elicit responses
from audiences. It may also be that forums and subreddits focus on specific topics, whereas on
Instagram these communities are more ad-hoc and formed around certain hashtags [7]. Our re-
sults, in tandem with prior research, indicate that textual online spaces may be most helpful for
informational support and to a lesser extent emotional support, while highly visual spaces may
be most helpful for emotional support and less for informational support. It may be easier to seek
informational support via text while an image may express how one feels without much text,
and as we show in this study the type of support one seeks in a post is often linked to the type
of comment they receive. Perhaps the norms and practices that emerge around different media
types in tandem with site affordances explain the differences in the frequency of different types
of support provided. Although posts on Instagram in [7] were in the context of mental health and
posts in our study on Reddit were in the context of abuse, they both included significant detailed
storytelling and disclosures of intensely intimate feelings and experiences. Further understanding
the reasons for differences between types of support provided on different platforms is an area for
future work, and can help direct people with certain support needs to online spaces that are more
likely to provide the type of support they need.

5.6 Design Implications

Reddit’s importance as an online space for sharing sensitive information is influenced by particu-
lar Reddit features that enable people to share and respond to sensitive information. That is, other
or future platforms that, like Reddit, enable users to choose from different levels of anonymity and
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use temporary technical identities [17] would likely also draw communities of people seeking and
providing support around difficult life experiences. Other Reddit features, such as its prevalence
of text-based content, asynchronous nature, and one-to-many communication mode, likely also
impact how support seeking and provision occur around sensitive disclosures. Future social tech-
nology designs can experiment with these features to meet the needs of specific groups in need of
support.

Except for reciprocal disclosure, all other variables significantly and positively related to a com-
ment being from a throwaway account (i.e., commenter’s level of anonymity) are related to the
post content and level of anonymity, not the comment content. This indicates that a post’s content
and attributes play a substantial role in whether people decide to use a throwaway account or not
when commenting. Whether or not a comment comes from a throwaway account depends on,
for instance, whether a post seeks emotional support, not whether the comment actually ends up
providing emotional support. The post sets the tone for the commenter’s anonymity level. A com-
menter must choose whether to use a throwaway account or not before writing their comment.
Because they may not yet know exactly what they will type, the post’s content influences the
comment’s anonymity level. Our results indicate that only for the most sensitive and personalized
of comments—those that include reciprocal disclosures—do commenters sometimes alter which
account they choose to post under, a substantial undertaking likely involving some combination
of copy/pasting, logging out and in of Reddit, and switching browsers.

Platforms that allow throwaway accounts and multiple accounts should make it easy and pos-
sible to write a message and then, after typing, choose which account to post it with. While future
work should validate this with interviews or user studies, it is likely that this simple design choice
could lead to higher volume of reciprocal disclosure, more meaningful support provisions, more
user satisfaction, and better user experience. On Reddit, to post using a different account, a user
must log out and log back in, and would need to re-find the post before commenting using their
other account. On Tumblr, which also allows multiple accounts, users can simply click a profile
icon in the top right corner of the interface to switch to another account—yet they are then taken to
a different newsfeed corresponding to that account, which would not facilitate switching accounts
to comment on a post using a different level of anonymity. Interestingly, only Facebook, a site that
does not allow multiple accounts, easily allows users to quickly shift between commenting as their
personal account and commenting as a page that they manage. At the time of this writing, this
Facebook option is only available for “sponsored posts,” where a user will see their profile picture
under a post and can then click on a down arrow to select from a list of accounts. A solution sim-
ilar to Facebook’s account switching functionality, employed in Reddit’s interface, would likely
facilitate more reciprocal sensitive disclosures by enabling users to more easily switch to accounts
with higher levels of anonymity.

Our results regarding matches and mismatches between support sought and received lead to
design implications to enable people to receive optimal support [74] in online communities. Sub-
reddits or other online communities could experiment with surfacing metrics that assess (as we
did here) and communicate matches and mismatches between the types of support sought and
provided. This information could help inform moderators as well as more experienced members
of these communities about the utility of these spaces and how well they may be doing based on
these metrics. For newcomers with specific needs, this information may help them form more re-
alistic expectations of the kind of support that they will likely receive. Additionally, support match
metrics could help guide commenters to provide types of support most needed by posters.

Reciprocal disclosures in comments happen less often in response to posts that explicitly men-
tion the poster’s gender. Gender norms and expectations are important in making disclosure deci-
sions on social media [6, 97]; here, we see that they also inform response behaviors in some ways.

ACM Transactions on Computer-Human Interaction, Vol. 25, No. 5, Article 28. Publication date: October 2018.



28:30 N. Andalibi et al.

While uncovering the reasons for these observations would require engaging with responders, we
speculate this finding may be because people may find it difficult to relate to a person of a differ-
ent gender’s experience on the personal level required for reciprocal disclosures. One design idea
to explore would be to give people the option of seeing posts from the gender(s) of their choice,
if posters chose to associate that information with their account or post. This way, people who
want to engage in reciprocal disclosures and share their own stories in relation to someone else’s
original post would be able to see posts that they are more likely to relate to, and engage in recip-
rocal disclosures with them.

By applying our results to the preceding design suggestions, we provide ways that social tech-
nologies can be designed to best facilitate support seeking, support providing, and reciprocal dis-
closures in sensitive contexts on social media.

6 CONCLUSION

In this work, we make a novel contribution to HCI by providing an understanding of disclosure,
support seeking, and support providing behaviors in the context of sexual abuse on social media,
and the role of anonymity in the seeking and provision of social support. We argue that anonymity
is key to both seeking and providing social support. In the context of seeking support, the first
phase of this project established that seeking direct and indirect support is associated with poster
anonymity. In contrast to dominant negative narratives about anonymity, we find that when peo-
ple are given a choice to be more or less anonymous when commenting, commenter anonymity
enables opportunities for reciprocal sensitive disclosures and providing support to posters, and
thus facilitates networked empowerment. Moreover, when people seek direct support in their
posts they are less likely to receive unsupportive or aggressive comments. We also detail matches
and mismatches that occur between support sought in posts and support received in comments
in response to sensitive disclosures. Findings of this study can help users and moderators of the
communities whose data we have analyzed to increase support provision and awareness about
the potential utility of online communities. Our findings can also help technologists make design
decisions that facilitate rather than hinder support seeking and providing in socially stigmatized
contexts on social media.
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